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Abstract — CIVL is a framework for static analysis and verification of concurrent programs. One of the main challenges to practical application of these techniques is the large number of ways to express concurrency: MPI, OpenMP, CUDA, and Pthreads, for example, are just a few of many “concurrency dialects” in wide use today. These dialects are constantly evolving and it is increasingly common to use several of them in a single “hybrid” program. CIVL addresses these problems by providing a concurrency intermediate verification language, CIVL-C, as well as translators that consume C programs using these dialects and produce CIVL-C. Analysis and verification tools which operate on CIVL-C can then be applied easily to a wide variety of concurrent C programs. We demonstrate CIVL’s error detection and verification capabilities on (1) an MPI+OpenMP program that estimates $\pi$ and contains a subtle race condition; and (2) an MPI-based 1d-wave simulator that fails to conform to a simple sequential implementation.

I. INTRODUCTION

Parallel programming is notoriously difficult. When a defect manifests itself only for some specific scheduling order, it is hard to reproduce, isolate, and repair the problem using traditional debugging or testing techniques. A number of new approaches have been proposed to address this problem, including model checking, symbolic execution, and various kinds of static analysis. These approaches have been shown to be effective in some specific contexts.

One of the main challenges to pushing the field forward is the sheer number of different ways to express parallelism. A large number of concurrency APIs, libraries, language extensions, and entirely new languages have been introduced. Some of the most commonly used are the message passing library MPI [1], the thread-based library POSIX threads (Pthreads) [2], the pragma-based annotation system OpenMP [3], and the GPU-based language extension CUDA [4]. We refer to all of these mechanisms as “concurrency dialects”.

The concurrency dialects are constantly changing, as more features are added with each update of the standards. For example, there are three versions of the MPI specification within 8 years [1]. New dialects are introduced regularly. And it is increasingly common for programmers to combine multiple dialects in a single “hybrid” parallel program [5], [6].

All of this creates a nightmare for those seeking to develop practical analysis or verification tools for parallel programs. The tools usually target one very small piece of the concurrency landscape; they go out of date as standards evolve; they cannot be combined to apply to hybrid programs. There is also significant duplication of effort, as the same basic techniques are re-implemented for different dialects.

The CIVL framework attempts to address these problems by providing a common concurrency intermediate verification language. C programs that use the concurrency dialects are translated into the intermediate language, CIVL-C. Verification and analysis tools operate on CIVL-C. The idea is that when a concurrency dialect is introduced, or an old one changes, only a front-end translator needs to be updated. Dually, a new analysis technique can be implemented on CIVL-C, and immediately applied to programs using any of the dialects.

Fig. 1 presents an overview of the CIVL framework. CIVL uses the ABC compiler front-end [7] to generate an AST from the source code file(s). ABC recognizes programs written in the C11 dialect of C, CUDA-C, and CIVL-C, and supports analyses and transformations on the AST level. For each of the four concurrency dialects, a transformer replaces dialect-specific code with semantically equivalent CIVL-C code. The transformers can be applied in sequence to translate hybrid programs. The result is a “pure” CIVL-C AST.

The back-end contains the CIVL model builder and verifier. A CIVL model is a lower-level representation akin to a program graph. The verifier performs an explicit enumeration of the reachable states of the model (“model checking”) through a generic DFS algorithm. Static analysis over memory access through pointers is applied, based on which partial order reduction is conducted to eliminate unnecessary interleavings [8]. In each state, the values assigned to variables are symbolic expressions (“symbolic execution”). CIVL uses the Symbolic Algebra and Reasoning Library (SARL) [9], to manipulate and reason about symbolic expressions. SARL in turn makes use of state-of-the-art theorem provers, CVC3 [10], CVC4 [11], and Z3 [12], to resolve validity/satisfiability queries. At each state, CIVL checks a number of standard properties: absence of assertion violations, deadlocks, memory leaks, improper pointer dereferences or arithmetic, out-of-bound array indexes, and division by zero. The assertions may be in the original source code, or they may have been inserted by a transformer. A number of dialect-specific properties are verified by inserting...
appropriate assertions, e.g., that accesses to OpenMP shared variables avoid race conditions as specified by OpenMP’s weak memory consistency model.

CIVL has been used to verify over 100 parallel programs written in different concurrency dialects, including OpenMP, MPI, Pthreads, CUDA and hybrid programs of MPI+OpenMP or MPI+Pthreads. These programs have been collected from various communities, e.g., the LLNL OpenMP online tutorial exercises [13], the SV-COMP Pthreads concurrency benchmarks [14], the FEVS suite of MPI benchmarks [15]. CIVL is described in detail in [8], along with the results for verification of 36 examples. The entire framework can be downloaded in source code or as a single JAR file from the CIVL web page, http://vsl.cis.udel.edu/civl. Results and artifacts from a large case study, consisting of over 366 files and 27k SLOC (including 14 examples with 200+ SLOC and over 90 with 100+ SLOC) are also available on the web site. Multiple large case studies [16] (10s of thousands SLOC) are in progress, but open source applications of intermediate size using the dialects that CIVL targets have been difficult to find.

There are many possible applications of the framework, but in this demonstration we focus on two scenarios. In the first, CIVL is used to verify the standard properties (including dialect-specific assertions) in a hybrid MPI+OpenMP program that computes an estimate of \( \pi \). In the second, CIVL checks the functional equivalence of two programs that compute a solution to 1-dimensional wave equation, one a simple sequential implementation, the other a much more complicated MPI version. In each scenario, CIVL finds a bug and produces a minimal counterexample; after fixing the bug, CIVL is applied again to confirm the fix. More information about the demonstration can be found at http://vsl.cis.udel.edu/civl/ase15.

II. CIVL in Practice

The modeling language of CIVL, CIVL-C, extends the sequential part of C11 with new primitives for concurreny and specification, various abstract datatype types, and the ability to define functions in any scope, among other things. Concurrency primitives provide the means for the creation, termination, and communication between processes. All CIVL-C keywords start with the symbol $, so that identifiers in strictly conforming C programs will never conflict with a CIVL-C keyword. We list some of the CIVL-C primitives in Fig. 2. An input variable is a read-only global variable and is initialized with an unconstrained value of its type; an output variable is a write-only global variable. There are a number of built-in constants, like $here, of $scope type, evaluating to the reference to the current dynamic scope (or dyscope; see below); and $self, of $proc type, evaluating to the reference to the current process. For a complete description of the CIVL-C language, see the CIVL manual [17].

The verifier uses symbolic techniques to explore the state space of a CIVL model. A state consists of a path condition, a tree of dyscopes, and a set of processes. A dyscope is the dynamic evaluation of a lexical scope, and assigns values to each variable declared in the lexical scope. Each dyscope contains a heap for allocating memory dynamically. A process is represented by a stack of call frames, each of which specifies the current program location and a dyscope. These are highly dynamic structures: new dyscopes are born whenever control enters a new lexical scope and disappear when control leaves the scope; processes are born whenever a $spawn or similar statement is executed and disappear when the spawned function returns. A transition in the state space corresponds to the execution of a single atomic statement by one process. The CIVL verifier also uses a multitude of reduction techniques to reduce the number of states that need to be explored. For example, it detects “purely local” transitions automatically and executes a sequence of such transitions in a single process greedily, grouping them into a single trace step.

CIVL uses a command-line interface providing four basic commands: run, simulating the execution of a program by randomly selecting one branch for each nondeterministic choice; verify, checking a program exhaustively for properties mentioned above; compare, in addition to properties checked by verify, checking two programs for functional equivalence; and replay, reproducing a counterexample when there is a violation. When CIVL detects a violation, it records it in a log, and then continues the checking until an “error bound” is reached or the search ends. As shown in Fig. 1, the output of CIVL is three-fold. First, it prints a summary of the verification task to standard out, including
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whether any violations are detected, a summary of each violation, and statistics such as time and memory used, number of states explored, number of transitions executed, and the number of theorem prover queries. If violations are detected, a log file is generated which categorizes the violations and selects a representative of minimal trace length from each category. Further, a trace file is created for each representative and is later used by replay to reproduce the counterexample.

In addition, there are a number of options to be configured, for printing extra information like states, transitions, path conditions, and so on. Moreover, CIVL provides an option min for finding a minimal counterexample for each violation, which is extremely helpful for diagnosing and repairing defects.

CIVL models a substantial subset of the C11 standard libraries, such as stdio, stdlib, string, math and so on. For each function prototype, CIVL either provides a definition for it in CIVL-C code, or models its behavior in Java code as a library component. In order to verify a program using third-party libraries, one would need to model the implementation of those libraries in CIVL-C code and/or add a library component for behaviors beyond CIVL-C like comparing the value of two objects of arbitrary type through their pointers.

CIVL, ABC, and SARL are open-source and implemented in Java 7. The implementation of CIVL contains over 10 modules, which provide interfaces for various purposes such as AST transformation, symbolic evaluation of expressions, execution of statements, manipulation of states, implementation of libraries and so on. The APIs are designed with a clear structure and are well documented. Moreover, the developers follow certain standards, such as maintaining an acyclic “uses” relation among modules, to keep the design understandable and adaptable. The design allows developers with different needs to work on CIVL at the same time. For example, a professor would like to design an algorithm for the independence analysis of loops for OpenMP programs at the AST level, and he can implement this in CIVL by creating a transformer class that implements a generic transformer interface. Meanwhile, a graduate student can work on another transformer class to translate OpenMP programs into CIVL-C, without interfering with the work of the professor. To support maintenance, a test suite is configured to run automatically after each commit to the code base, and new tests are added to the suite for new features or in response to defect reports. Code coverage is also analyzed at each commit, and the results of the tests and the coverage analysis are sent to a publicly viewable web page. In addition, there is a Trac system for users to report bugs, which are generally resolved in a few days. New versions of CIVL are released regularly; the current version is 1.4, which is the 23rd released version.

III. VERIFYING A HYBRID PARALLEL PROGRAM

Fig. 3 shows a sample MPI+OpenMP program, which contains a parallel loop with an MPI_Send routine call. The OpenMP transformer translates the parallel loop into a $parfor construct, and introduces new variables for each shared variable and uses helper functions for accessing them. Applying the OpenMP transformation to the code in Fig. 3 results in the code in Fig. 4. The thread team of a parallel region is modeled by the shared variable $gt$, which has type $omp_gteam.

This is a pointer to a structure which maintains the state of each thread and each shared variable. Each thread has a local object, $t$, which contains its thread ID and a reference to $gt$. Each shared variable, e.g., $a$, is modeled using several data structures. These include two variables shared by all threads in the team: $a$, which represents the “global view” of the shared variable, and $a_gs$, which contains references to $gt$ and $a$. Three thread-local variables are introduced: $a_l$, which represents the thread’s “local view” of $a$; $a_st$, which maintains the “status” of the thread’s local view, e.g., whether it has been modified by the thread since the last flush; and $a_s$, which wraps together references to $a_l$ and $a_st$ and

Fig. 4. Code in Fig. 3 after OpenMP transformation

$omp_gteam. This is a pointer to a structure which maintains the state of each thread and each shared variable. Each thread has a local object, $t$, which contains its thread ID and a reference to $gt$. Each shared variable, e.g., $a$, is modeled using several data structures. These include two variables shared by all threads in the team: $a$, which represents the “global view” of the shared variable, and $a_gs$, which contains references to $gt$ and $a$. Three thread-local variables are introduced: $a_l$, which represents the thread’s “local view” of $a$; $a_st$, which maintains the “status” of the thread’s local view, e.g., whether it has been modified by the thread since the last flush; and $a_s$, which wraps together references to $a_l$ and $a_st$ and

Fig. 5. Code in Fig. 4 after MPI+OpenMP transformation
is used as the argument to the functions which access the shared variable, i.e., $omp_write and $omp_read. E.g., the assignment to a[i] (Fig. 3, line 7) is translated to an $omp_write call (Fig. 4, line 16). Similarly, reading a[i] (Fig. 3, line 8) is modeled by $omp_read (Fig. 4, line 18). This scheme enables precise detection of errors related to the OpenMP memory model. If a second thread that attempts to write to the same subcomponent of a shared variable without an intervening flush, a data race will be reported.

With the MPI transformer applied to Fig. 4, the final translation result turns into that in Fig. 5. The code before MPI transformation, i.e., the result of the OpenMP transformation, is wrapped in the function _mpi_proc. The original main function is renamed as _mpi_main, and defined in the scope of the function _mpi_proc. In this way, the original global declarations all become “local” for each MPI process. The main function of the final program contains a $parfor construct for spawning processes to execute _mpi_proc with different ranks and waits until they all terminate. In addition, there is a global communicator _mpi_gc, shared by all processes, which stores the buffered messages. Each process has its local communicator handle MPI_COMM_WORLD, which is essentially a reference to _mpi_gc. Input variables _mpi_np, _mpi_np_lo and _mpi_np_hi are introduced to specify the number of MPI processes, where _mpi_np_lo and _mpi_np_hi stand for the lower and upper bound of the number of processes _mpi_np, respectively.

We use CIVL to verify an MPI+OpenMP program that calculates $\pi$ [18], an excerpt of which is shown in Fig. 6. The computation task includes a number of loop iterations, which are partitioned among the MPI processes. For each MPI process, its assigned task is executed in an OpenMP for loop in a parallel region. In the original program, the variable $x$ is declared in the private list at line 5. In our example, we purposely remove it in order to introduce a race condition. With the number of MPI processes and OpenMP threads both set to 2, CIVL is able to detect the race condition in a few seconds on a personal laptop. The report states “Thread 0 can’t perform $omp_write because thread 1 has written to the same variable and hasn’t flushed yet.” With the option min enabled, CIVL reports a minimal counterexample of 586 steps and replays it. After adding the variable $x$ back to the private list, CIVL verifies the program successfully without reporting any violations.

IV. CHECKING FUNCTIONAL EQUIVALENCE

During the process of software development, there may arise different versions of a software component or an algorithm. For example, one might choose to reimplement a sequential application to take advantage of multi-core CPU/GPU hardware. These different implementations are often expected to be functionally equivalent to each other.

CIVL is often able to prove the functional equivalence of two programs, i.e., given the same input, both programs will produce the same output. (As always, this is within specified bounds on process counts, array lengths, etc.) Either or both programs may be sequential or parallel and may use any combination of the four dialects. As shown in Fig. 7, two programs, referred to as spec (specification) and impl (implementation) are parsed and transformed separately, producing two CIVL-C ASTs. Then the compare combiner is applied, yielding a single AST that runs spec and impl in sequence and compares their output using a number of assertions, as illustrated in Fig. 8. The back-end is then used to generate and verify the model as usual. If there exists nondeterminism in the specification, then CIVL would have redundant explorations of the implementation. However, this could be resolved through moderate modification, i.e., making CIVL explore the specification and the implementation separately and record their outputs and the corresponding path conditions, and then compare the recorded outputs to see if given the same path condition, both runs always result in the same output.

We use CIVL to compare two implementations of a 1d-wave equation solver. These determine the movement of a wave through a string with fixed boundary points. The first, wave1d_seq.c is a simple sequential C program used as the specification. The second, wave1d.c, is a much more complicated MPI version. Both are included in the FEVS suite [15], [19]. Fig. 9 presents an excerpt of wave1d.c. Some additional CIVL-C code has been inserted to specify the intended behavior of the program; in the full source, this extra code is within preprocessor directives #ifdef _CIVL ... #endif which cause the extra code to be ignored during normal compilation but used by CIVL. The program starts with the string in some arbitrary initial position specified by the input variable u_init. The two programs are compared by CIVL with the upper bound of both the size of the initial vector and the number of time steps being 5. For the MPI program, the number of processes is restricted between 1 and 4 (inclusive).

During the comparison, CIVL finds a violation after 630 trace steps, where the output vector of wave1d_seq.c disagrees with that of wave1d.c. With the min option enabled, CIVL continues to explore the state space until it finds the minimal violation with only 193 trace steps, which is the case when the lower bounds of the inputs are chosen. Fig. 10 is a sample of the trace printed by CIVL replay. For example, step 110 is performed by process p1 at state 118. It contains one transition of a malloc statement, which corresponds to line 10 in Fig. 9, and emanates from program location 309. When the transition completes, the control of p1 goes to program location 310 and the current state becomes state 120. The step also displays the exact value of each expression of each statement being executed. For example, step 153 indicates that the value of &u_curr[1] (line 14 in Fig. 9) is &d21>heap.malloc4[0][1], which means the address of the second element of the first heap object in dyscope 21, which is created by the fourth $malloc of the program.
implementation of concurrency dialects besides the four existing ones: MPI, CUDA, OpenMP and Pthreads. Although these tools contribute to improving the correctness of parallel programs, they are limited to one specific parallel mechanism.

Both the modeling languages Promela of the SPIN [29] model checker and CSP_M of the FDR3 [30] refinement checker support guarded statements, which is similar to CIVL’s $\texttt{when}$ primitive. However, neither language supports dynamic constructs like procedures, pointers, and heaps, and hence are incapable of flexibly modeling various features of parallel programs. For example, both languages allow processes to be defined only in the global scope, and therefore cannot represent a hierarchical memory model like that of CUDA, which distinguishes CPU memory, global Grid memory, per-block shared memory, and per-thread local memory. In other words, most existing modeling languages are targeting high-level behaviors of computer systems, and lack the ability to model certain features of concurrency dialects. CIVL-C is proposed as a general modeling language, with features such as embedded functions, dynamic memory allocation, pointers and so on, so that complex structures of various concurrency dialects could be represented.

ThreadSanitizer [31] checks data races of C++ code dynamically and has been used for testing applications at Google. AddressSanitizer [32] detects memory access bugs, including buffer overflows and use of heap memory. CIVL also checks these features, as part of the standard properties.

SymDiff [33], [34] is a tool for the equivalence checking of two Boogie programs and could be used for various source language like C, C# for which translation to Boogie is available. It is representative of another class of equivalence-checking tools, which requires the two programs to be closely related to each other, i.e., the procedures, globals and constants of the two programs can be matched in a certain way. As for CIVL, it only requires the two programs to be compared contain the same set of input and output variables. Moreover, SymDiff lacks support for concurrence.

CIVL is not only a model checker, but also a verification framework. CIVL-C is capable of modeling a wide range of features in concurrency dialects. Further, CIVL can be easily extended to verify a new concurrency dialect by adding a front-end to translate the dialect into CIVL-C. This requires relatively little effort, due to the well-defined (and thoroughly documented) APIs provided by CIVL. For example, the MPI transformer is implemented using 572 lines of Java code and 1435 lines of CIVL-C code for implementing the library mpi.h; the OpenMP transformer is realized with 3536 lines of Java code and 432 lines of CIVL-C code. There is great potential for CIVL to support more concurrency dialects besides the four existing ones: MPI, CUDA, OpenMP and Pthreads.